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DevOps = Development + Operations + a

/ Dev \ / Ops
[ Plan ]—»[ Code ]—)[ Build H Test } )[ Release ]—»[ Deploy ]—»[ Operate ]—)[ Monitor
= ot & Travis o5 Jest ® aws 5 oo
4 C% Sonarqubeﬂ;:‘: JF;g Artifactory .H' ﬁwrrafurm @
N\ AN
Che N + QIIEf 2 #EEOofL|2f CI/CD, HIAE, ELIEHE, 22 5 S8
HIE... .
MHEM g,  SAHE NERE X, AFLAOME/EY A, XSt S
B HE, XSt 2lE S

CI/CD = Continuous Integration, Continuous Deployment

DevOps ZHE X} (L= 0d)

Cl

CD

N, HAE 828 ZT2HM 77HK[2] BiE 118 = Xt&S2roh= DevOps HHE




Dev

Code Build

L git 5@ Travis Cl

sonarqube\\"\“

docker

2|7} CI/CDOIA RHUEIAZ OfEH CtEN? X

> kubectl apply -f deployment.yaml

/

/ p
p[ Release ]—»[ Deploy ]—)[ Operate ]—)[ Monitor ]
@ S kubtes 15 orot

J?%E Artifactory "{" Terraform @
o /

°)
20

> kubectl -n app get service/app-service

(R A=) O CI/CD Io|Z2flof] ZESFotet?



1) OHZE2[A|O|M HEXIF AAFES =2|11, CI/CD IO Z2Rl(H IS Z ) 0| W2t ZIE|O| L O]0]X|=2tH=

8 Push—>® ) Image Bund—)‘*
o docker

Application Git Repository Actions Workflow

Developer /
, Image 'Pulling
Image(Tag) Updating ,
8 Pushg@ kubectl apply—)

>» MOV
®

Infra Operator Git Repository Actions Workflow Kubernetes
Cluster

2) Q1 Ze 2EA = FHU[E|A DHLHIAE (SSAH JEIE UAHQE LEHH g IH2) S Al 2| ZX| B0 =] 1

= L—-L_- "1

O|0f| Il CI/CD Lo ZetRlo]| el FHU|E|A S AEO| API(EHEN)E 2



Push4)© ) Image Build—)*
Z ) ® docker

Application Git Repository Actions Workflow
Developer /
Image(Tag) Updating =1 2>E10 HZot7| 2fe SA EZ, QEA, AWS IAM AIMA 7| S=

XXM O 2 ISHs|Oof St (047|A1 B HotA 2H|)

Q@D O O

Infra Operator Git Repository Actions Workflow Kubernetes  TIO| 2[Rl X}AH|H 2 = Reconcile d17| ({2
Cluster

S AHO| CHot &EfE Hi= N3 SHALY O|F ME{Z SHHSH| {2

_I

HIZE AIHE B ol ATZEE= Xdolofet (RXIE2| 02 2) (apply= HS|AIX|Tt O 2|0 St MO| 2|0l LHO|| A StHSH7| ({H L)

*Drift: Hot1IX| of= SfEH(OHL| B A E0] Mol &fEH)2F &X| e TS B2 O|lHA=
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JH OjL|HAE 2 HEX|EEIZE AA R AFRSIHA MEHE ZHSH=(Apply) YZHO]
CI/CD Iio[ZetRlo] Of ! FHU|E| A S AR LHEEHA..?

8@

Application Git Repository Actions Workflow
Developer

Image Build—)*

docker

Image(Tag) Updating ImagelPuIIing

- Status Audit/Tracking
Push and Reconcile (Pulling) (=) Syne— - T T T
'

Infra Operator Git Repository ArgoCD GitOps Kubernetes
Operator Cluster

Drift Reconcile

GitOps = 4 2| ZX|E2|E 22 (Single Source of Truth) 2 AFESIH A

O=El7|0| 92| BHEL: £E| S Xtsetol= DevOps HE&E
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0ot

SHAEO|M GitOps =417t Al 2| X[ E2|(A~A) S Pull St SEIS 7HE2E S7|=¢

© _
Push » N Image Build—>»
)

docker
Application Git Repository Actions Workflow :
Developer

Image(Tag) Updating ImagelPuIIing

- Status Audit/Tracking
Push and Reconcile (Pulling) C-)& Syne— - T T T
'

Infra Operator Git Repository ArgoCD GitOps Kubernetes
Operator Cluster

FHU|E|AS| CHEZXQI GitOps =+
ArgoCD, FluxCD
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SHAHSE AsL 2 S7(@kop| MZE0f| HHet fX[E7t 7ts
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Declarative —
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Versioned and Immutable —

Pull Request s= =S¢t &= 4EZ Human Error &



Pulled Automatically —

ArgoCD 2| ZAESH(O0|HE)7t A5 = A 2| X EE|= Pullste] HEl HE

Q

2 H|EX|E2|0f CHSE CI/CD THo| 21| A
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Continuously Reconciled —

ZIB|EX|E2|Q] MAH=I AEHof St = X}= ZH (Reconcile)

~ ArgoCD 52| GitOps =7} Operator(Custom Controller) SEl=
SHAEO|AM SEI6H| IHE20f| Operator XHH|H 2 Z Reconcile & 4= /US
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Helm + ArgoCD, ELK A OfL|
TR0 QA + J2fbs FluxCD Ei&l ArgoCD
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TEU2H Istio= SMERE 7=l
CIZEX|

Q% 9:51

TMI: ZIXt7F HU|E|A 2E5HHA Helm, Prometheus, Grafana2t &
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apiVersion: argoproj.io/vlalphal
kind: Application
netadata: Application CRD
name: demo-prod
namespace: argocd
spec:
project: demo-proj
source:
repoURL: https://github.com/eocndp/argocd-kustomize-demo A E'_1|EI|EE|, Branch, 82 & X|&
ey A U LA, Kustomize, Helm AISE XI5 318
destination:
server: https://kubernetes.default.svc
namespace: prod
syncPolicy:
automated:
prune: true Kustomize? Helm?
selfHeal: true
syncOptions:
— CreateNamespace=true
— timeout.reconcile=30s



Kustomize = fHU|E|A OL|HAEE HAEDOO|ASH=

Base OHL|THAE

=
—

— SF A o

| AAS HEY = U2

- target:
kind: Deployment
name: demo
patch: |-
- 0p: ...
path: /spec/...

Base

value: ...

T

IO 2 2] 2t (0|: Development, Production) 22 2HZ|0|E

Deployment: demo

kubectl 7|2 L&, Helmit=

CH2 THZ K| SE7FOFL, H#[0] A DHLIHIAE

N

ARSI 2l A|
Overlay—>»{  Developement
Overlay——» Staging
- Overlay——> Production
FE HOHME=E 2HE(0] 7|

]

-
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Helm = SHU|E|A T§7|X| 22|t O8] DL AEE I47|X|(XE, Chart)2 20{ 2t2|at

—_—

Kustomize2t= CHEA| @HE|0] 7|2H0] OHEl EES5] 7|2

1 apiVersion: vl
2 kind: Service 1 {{- define "demo-app.name" -}}
3 metadata: 2 {{- default .Chart.Name .Values.nameOverride | trunc 63 | trimSuffix "-" -}}
4 name: demo-app j 1= end }}
> spec: 5 {{- define "demo-app.fullname" -}}
6 selector: 6 {{- if .values.fullnameOverride }}
7 app: demo-app 7 {{- .values.fullnameOverride | trunc 63 | trimSuffix "-" -}}
3 ports: 8 {{- else }}
' H} 9 {{- $name := include "demo-app.name" . -}}
9 - name: http (GO Template 7| '—) 10 . " " PP : N
{{- printf "%s-%s" .Release.Name $name | trunc 63 | trimSuffix "-" =}}
10 port: {{ .Values.service.port }} 11 {{- end }}
11 targetPort: 80 12 {{- end }}
12 type: {{ .Values.service.type }}

Za| 7|HIO 2 MAIRC| &8 ChAsl/EES 50| 2171 758t 20| CI/CD Lt0| QI #80t OfL |2} AFA A A | E|A EZ=Q!

I

.



(Helm ChartE £t o|X|= CIo|A AEHEZS)

—— base

|— deployment.yaml
L kustomization.yaml

Kustomize C|2IE2| X

L— overlays 5 N = iy
— dev [basedll 2H{2[0]2| H|0|A DHLIHAEE, Joverlays CIZE2|
!_ L kustomization.yaml Prod, Dev 2t4 52| 2H{2||0| 2%|2 X|Hdat
prod

L kustomization.yaml

(kustomization.yaml2 Kustomize 873 It BaseOf|d At2E 2|4

ALFIHK| LK

19
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Session 1. Kustomize Demo

w oo ~ o0 b bW N =

N N NN R RPB R B R B R RB B @2
W N B ® W 00 NN OWUL B WNR ®

apiVersion: apps/vl
kind: Deployment
metadata:
name: demo
labels: { app: demo }
spec:
replicas: 1
selector:
matchLabels: { app: demo }
template:
metadata:
labels: { app: demo }
spec:
containers:
— name: web
image: rlawnsdud/demo:arm
ports:
— containerPort: 3030
env:
— name: HOST
value: "0.0.0.0"
— name: PORT
value: "3030"

25
26
27
28
29
30
31
32
33
34
35

apiVersion: vl
kind: Service
metadata:
name: demo
labels: { app: demo }
spec:
selector: { app: demo }
ports:
- name: http
port: 80
targetPort: 3030

base/deployment.yaml (Service Zg})
(O]Z Patchdld 2Ez{|0[gh)



resources.

1 resources: 1
2 - ../../base
2 ~ ««/../base 3 namePrefix: dev-
3 namePrefix: prod- 4 commonLabels:
4 commonLabels: > env: dev
. q 6 patches:
2 env: pro 7 - target:
6 patches: 8 kind: Deployment
7 _ target: 9 name: demo
_ ) 10 patch: |-
8 kind: Deployment 11 _ op: add
9 name: demo 12 path: /spec/template/spec/containers/@/env/-
10 patch: |_ 13 value:
14 name: APP_NAME
11 — Oop: add 15 value: "Dev Application"
12 path: /spec/template/spec/containers/@/env/-
13 value: (dev Z2 HEH=Z M)
14 name: APP_NAME
15 value: "Prod Application”

overlays/prod/kustomization.yaml

L2254 2rde| 2H2||0]: oA = 2td Ha2| APP_NAMES HESH= (A
O|H| ArgoCD Application0f| A
ofi'ef Kustomize ZE2HES A~AZ ALEStE = off At




Session 1. ArgoCD Demo

kubectl create namespace argocd
L
helm repo add argo https://argoproj.github.io/argo-helm Helm Chart= 07| S =|0] Rl= ArgoCD Operator 24
helm repo update
helm install argocd argo/argo-cd \
--namespace argocd \
--set server.service.type=NodePort # or LoadBalancer

(values.yaml CHA --set Mo = EIZSI0| 2f 'E7| 7ts)

s> kubectl get all -n argocd

NAME READY  STATUS RESTARTS  AGE
pod/argocd-application-controller-@ 1/1 Running @ 166m
pod/argocd-applicationset-controller-5df7d666fb-qs97v  1/1 Running © 166m
pod/argocd-dex-server-7cd5d4988c-thknm 1/1 Running @ 166m
pod/argocd-notifications-controller-669f79bfd7-jdh8z 1/1 Running 0} 166m
pod/argocd-redis-5fcd8bd6bd-srcc2 1/1 Running @ 166m
pod/argocd-repo-server-68877c5db9-6cd64 1/1 Running @ 166m
pod/argocd-server-67d79d7d87-864qg 1/1 Running @ 166m
NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/argocd-applicationset-controller ClusterIP 10.105.156.202 <none= 7000/TCP 166m
service/argocd-dex-server ClusterIP 10.108.15.42 <none> 5556/TCP,5557/TCP 166m
service/argocd-redis ClusterIP 10.96.34.212 <none= 6379/TCP 166m
service/argocd-repo-server ClusterIP 10.109.249.87 <none= 8081/TCP 166m
service/argocd-server NodePort 10.98.143.248 <none= 80:30080/TCP,443:30443/TCP 166m
—_ —_

S Xl (@) El A A Q_I'O | NAME READY UP-TO-DATE AVAILABLE  AGE

E | N A —/ L deployment.apps/argocd-applicationset-controller 1/1 1 1 166m
deployment.apps/argocd-dex-server 1/1 1 1 166m
deployment.apps/argocd-notifications-controller 1/1 1 1 166m
deployment.apps/argocd-redis 1/1 1 1 1l66m
deployment.apps/argocd-repo-server 1/1 1 1 166m
deployment.apps/argocd-server 1/1 1 1 166m
NAME DESIRED  CURRENT  READY  AGE
replicaset.apps/argocd-applicationset-controller-5df7d666fb 1 1 1 166m
replicaset.apps/argocd-dex-server-7cd5d4988c 1 1 1 166m
replicaset.apps/argocd-notifications-controller-669f79bfd7 1 1 1 166m
replicaset.apps/argocd-redis-5fcd8bd66d 1 1 1 166m
replicaset.apps/argocd-repo-server-68877c5db9 1 1 1 166m
replicaset.apps/argocd-server-67d79d7d87 1 1 1 166m

NAME READY  AGE
statefulset.apps/argocd-application-controller 1/1 166m



Applications APPLICATIONS TILES

+ NEW APP m C' REFRESH APPS Q, Search applications... / - Log out

|$| argo

Applications

No applications available to you just yet

Create new application to start managing resources in your cluster

CREATE APPLICATION

ArgoCD= Application(CRDZ M 7t

or
0

2 AAS X[FHOt GitOps CDE &lAe
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apiVersion: argoproj.io/vlalphal
kind: Application
metadata:
name: demo-prod
namespace: argocd
spec:
project: demo-proj
source:
repoURL: https://github.com/eocndp/argocd-kustomize-demo

targetRevision: main
path: overlays/prod
destination:
server: https://kubernetes.default.svc
namespace: prod
syncPolicy:
automated:

prune: true

selfHeal: true
syncOptions:

- CreateNamespace=true

— timeout.reconcile=30s

Kustomized|Al Z=2EHM 2@H2{|0|(prod)2} 7

LB 7| T2 over

O 00 N o b B W N

N N B P PR R R R B B R
= & O 00 < O U L W N BB

|2E 2HEi|0](dev)E E2E 7|HC=

apiVersion: argoproj.io/vlalphal
kind: Application
metadata:
name: demo-dev
namespace: argocd
spec:
project: demo—-proj
source:

repoURL: https://github.com/eocndp/argocd-kustomize-demo

targetRevision: main
path: overlays/dev
destination:

server: https://kubernetes.default.svc

namespace: dev
syncPolicy:
automated:
prune: true
selfHeal: true
syncOptions:
- CreateNamespace=true
— timeout.reconcile=30s

ays/ path X| &



e > kubectl get application -n argocd -o wide

NAME SYNC STATUS  HEALTH STATUS REVISION PROJECT
demo-dev Synced Healthy 7214386252027d34ef8262137dd61841b4965538 demo-proj
demo-prod Synced Healthy 7214386252027d34ef8262137dd61841b4965538 demo-proj

Synced = HIZHEE AAT oL $1R] SRAE AEf7} UX|E

Healthy = &7|2tEl 22{AF MERZ EX|7 S



Session 1. ArgoCD Demo

@ demo-dev W
Project: demo-proj

Labels:

Status: ¥ Healthy @ Synced

Repository: https://github.com/eocndp/argocd-kustomize-demo

Target Revision: main

Path: overlays/dev

Destination: in-cluster

Namespace: dev

Created At: 10/04/2025 22:20:04 (a minute ago)

~ SYNC C' REFRESH © DELETE

ArgoCD Dashboard0f| A = =l 7t

Q} demo-prod

Project:

Labels:

Status:
Repository:
Target Revision:
Path:
Destination:
Namespace:
Created At:

demo-proj

¥ Healthy @ Synced
https://github.com/eocndp/argocd-kustomize-demo
main

overlays/prod

in-cluster

prod

10/04/2025 22:20:06 (a minute ago)

«~ SYNC C' REFRESH © DELETE

et 2laro] EZ2X|S SIS 4+ US



Session 1. ArgoCD Demo

APP HEALTH

¥ Healthy

SYNC STATUS

° Synced to main (72f4386) (4

Auto sync is enabled.

4+ —

demo-dev

Author:  Kim Jun Young <rlawnsdud0422@gmail.com> -
Comment: Update kustomization.yaml

Q

Q

100%

______

______

dev-demo

dev-demo

At
al

Mot Drift

______

> . -
EZLN=E &

dev-demo-bf87cbbb4

* Il e

dev-demo-b98cf54db

L]
L]

<
oo » QP

pod

dev-demo-bf87cbbb4-nb8b6

(8 hours ) (rur



APP HEALTH SYNC STATUS LAST SYNC

Missing from to

Auto sync is enabled. Succeeded a few seconds ago (Sat Oct 04 2025 22:26:24 GMT+0900)

Author:  Kim Jun Young <rlawnsdud0422@gmail.com> - Loading...
Comment: Update kustomization.yaml

o
Tr

B + — Q @ [100%

dev-demo

.
L ]
demo-dev . 3 hours

6 minutes dev-demo

deploy
a few seconds

OutOfSyncet= HIAIX[2E | ArgoCD7t #SHe AEHO| XA =+& =5 ZH (Reconcile) &



diff --git a/overlays/dev/kustomization.yaml b/overlays/dev/kustomization.yaml
index 257ba0l..f5ec659 100644
--=- a/overlays/dev/kustomization.yaml
+++ b/overlays/dev/kustomization.yaml
@@ -12,4 +12,4 @@ patches:

path: /spec/template/spec/containers/0/env/-

value:

name: APP_NAME

- value: "Dev"
+ value: "Dev Application"
diff --git a/overlays/prod/kustomization.yaml b/overlays/prod/kustomization.yaml
index a97932b..e5274e7 100644
--- a/overlays/prod/kustomization.yaml
+++ b/overlays/prod/kustomization.yaml
@@ -12,4 +12,4 @@ patches:

path: /spec/template/spec/containers/0/env/-

value:

name: APP_NAME

¥ value: "Prod"
+ value: "Prod Application"

OHLIHAE LHES HESIH ArgoCDAIM HE0| E[=X| 2f0l



APP HEALTH

Healthy

30%

=]

Zt

—

SYNC STATUS LAST SYNC

from

Auto sync is enabled.

Author: Kim Jun Young <rlawnsdud0422@gmail.com> -

Comment: updated waiting to start

+ — Q@ @ [100%

dev-demo

demo-dev

10 minutes dev-demo

deploy

Running a few seconds ago (Sat Oct 04 2025 22:29:34 GMT+0900)

3 hours

dev-demo-bf87cbbb4

3 minutes || rev:1 3 minutes || rev:1

Reconcile(Pulling) 742 30x= &% 7| IiZ0||

#Oo=2 AAZ Pullingdto] AEHS 201, MEN7 HZE|0f QICkD TEHBE0] Syncing

dev-demo-bf87cbbb4-bhhqgb

3 minutes || run



Session 1. ArgoCD Demo

REASON MESSAGE COUNT FIRST OCCURRED LAST OCCURRED
ResourceUpdated Updated health status: Progressing -> Healthy 1 1m ago 1m ago

Today at 10:29 PM Today at 10:29 PM
OperationCompleted Sync operation to ce1092ec151b6166ae57b8e65a63f312a00db0ea 1 1m ago Tm ago

succeeded

Today at 10:29 PM Today at 10:29 PM
ResourceUpdated Updated sync status: OutOfSync -> Synced 1 1m ago 1m ago

Today at 10:29 PM Today at 10:29 PM
ResourceUpdated Updated health status: Healthy -> Progressing 1 1m ago 1m ago

/Users/workspace5/blog-example-demo/k8s-argocd-example [git::main] [ky0@422@MacBookPro] [8:58]
e > kubectl -n dev exec dev-demo-55f8477474-5rvz2 -- curl -s dev-demo; echo
Hello from Dev Application

/Users/workspace5/blog-example-demo/k8s-argocd-example [git::main] [ky0422@MacBookPro] [8:58]
> kubectl -n prod exec prod-demo-fb8c54c4-hgkn2 -- curl -s prod-demo; echo
Hello from Prod Application

ResourceUpdated Updated health status: Progressing -> Healthy 1 5m ago 5m ago

Today at 10:26 PM Today at 10:26 PM
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Session 02

ArgoCD7} CD(Continuous Deployment)2tH.
kubernetes 0{|A| Cl(Continuous Integration)= & A| 27}?

#CI #Github Actions #Helm #KinD
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KinD (Kubernetes in Docker) = FHU|E|A SHAEZE £7 Z4E|0|L] QoA 7HEAH 22 2= Qe £

\d

(T =7 HEFR) 20| SEfSH7| 20| HIERZ, Ingress/Gateway(LB)Lt Ms 52| oHA|

PN=)

E7 ZHO|HZE SAE == AU7| =0 CI/CD Ifo[ 2ol 2HH0lM =2|7| i Mg

O kubernetes-sigs / kind Q Type [/]to search 8 &~ ++- O N &8 O

¢» Code (%) Issues 202 {1 Pull requests 22 () Actions [ Projects () Security |~ Insights

kind public ®Watch 138 ~ % Fork 1.7k~ Yy Star 148k  ~
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__push mainbranch____ ; 1) Cl Workflows= main branchL} PR2 242 I E2| A&
or Pull Requests : \

Git Repositw\\

: : a2

: ! ©

: 0‘* - — EEEEEEEE Github Actions Workflow - - - - - - == - - - - - oo
1 T- — !.__ - :
. ArgoCD Application ! Tt - :
| CRD I - - _ _
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; Kubernetes Kind ArgoCD Install and Sync, Health check (kubectl)
(ephemeral cluster for Cl) attempt to Sync (or ArgoCD CLI)

Syncing frofn a Helm Chart source

___________________________________________________________________________________________

2) HIEE2R2 VMO KinDE &X[5Iq FHUY|E|A S2{AEHE A4S
3) ArgoCD 2X| & S2HAE &HEf 7|9

4) Sync, Healthy M= (ArgoCD CLI or kubectl)




.g€1thub
L— workflows
L— ci-argocd-kind.yaml
—— charts
L— demo-app
—— Chart.yaml
—— wvalues.yaml
L templates
—— _helpers.yaml

—— deployment.yaml

L— service.yaml
L argocd
L— application.yaml

Chart.yaml

apiversion: v2

name: demo-app

description: A demo application
type: application

version: 0.1.0

U A W N -

appVersion: "1.0.0"

Github Actions Workflows, Helm XtE ClEIEE2| {1 £

Helm XFE= Chart.yaml (= gietgiols), values.yaml zai 712 g

templates C|2E|E2|(ux azaio) Mg ojuyre)E A0 UZ

(_helpers.yaml : R{AEO0| 75t oLt HE MASH= REZ|E| IHY)

templates/_helpers.yaml

1 {{- define "demo-app.name" -}}

2 {{- default .Chart.Name .Values.nameOverride | trunc 63 | trimSuffix "-" -}}
3 {{- end }}

4

5 {{- define "demo-app.fullname" -}}

6 {{- if .values.fullnameOverride }}

7 {{- .values.fullnameOverride | trunc 63 | trimSuffix "-" -}}

8 {{- else }}

9 {{- $name := include "demo-app.name" . -}}

10 {{- printf "%s-%s" .Release.Name $name | trunc 63 | trimSuffix "-" -}}
11 {{- end }}

12 {{- end }}



Session 2. ArgoCD CI with Github Actions Demo (Helm Chart)

1 apiVersion: apps/vl
2 kind: Deployment
3 metadata: 1 apiVersion: vl
4 name: {{ include "demo-app.fullname" . }} , ,
5 labels: 2 kind: Service
) ) 3 metadata:
6 app.kubernetes.io/name: {{ include "demo-app.name" . }}
7 app.kubernetes.io/instance: {{ .Release.Name }} 4 name: demo-app
8 spec: 5 spec:
9 replicas: {{ .Values.replicaCount }} 6 selector:
10 selector: / app: demo-app
11 matchLabels: 8 ports:
12 app.kubernetes.io/name: {{ include "demo-app.name" . }} 9 - name: http
13 app.kubernetes.io/instance: {{ .Release.Name }} 10 port: {{ .values.service.port }}
14 template: 11 targetPort: 80
15 metadata: 12 type: {{ .Values.service.type }}
16 labels:
17 app. kubernetes.io/name: {{ include "demo-app.name" . }}
18 app. kubernetes.io/instance: {{ .Release.Name }}
19 annotations: templates/deployment.yaml
20 {{- with .vValues.podAnnotations }} .
21 {{- toYanl . | nindent 8 }} templates/service.yaml
22 {{- end }}
23 spec:
24 containers: N
25 - name: {{ include “demo-app.name" . }} Deployment, SerV|Ce %%E—lgl' (GO Template 7||:||_|')
26 image: "{{ .Values.image.repository }}:{{ .Values.image.tag }}"
27 imagePullPolicy: {{ .Values.image.pullPolicy }}
28 ports:
29 - containerPort: 80
30 name: http
31 resources:

32 {{- toYaml .Values.resources | nindent 12 }}



Session 2. ArgoCD CI with Github Actions Demo (Github Actions Workflows)

1 name: ArgoCD CI with Kind
2
3 on: Workflows E2|7{ Z=71: main Branch Push = PR 28 A|
4 push:
5 branches: [ main ]
6 pull_request:
7 branches: [ main ]
9 jobs:
10 argocd-kind-test:
11 runs-on: ubuntu-latest
12 kubectl, KinD Actions 7+4 (FHU|E|A 1.33 ALE)
13 steps:
14 - name: Checkout
15 uses: actions/checkout@v4
16
17 - name: Set up kubectl
18 uses: azure/setup-kubectl@v4
19 with:
20 version: 'latest’
21
22 - name: Set up kind
23 uses: helm/kind-action@vl
24 with:
25 cluster_name: argocd-ci-cluster

26 kubectl_version: 'v1.33.0'



Session 2. ArgoCD CI with Github Actions Demo (Github Actions Workflows)

28 - name: Install ArgoCD

29 run: |

30 kubectl create namespace argocd

31 kubectl apply -n argocd -f https://raw.githubusercontent.com/argoproj/argo-cd/stable/manifests/install.yaml
32

33 - name: Wait for ArgoCD components to be ready

34 run: |

35 kubectl wait ——namespace argocd \

36 -—for=condition=Available deployment/argocd-redis \

37 ——timeout=120s

38 kubectl wait -—-namespace argocd \

39 —-—for=condition=Available deployment/argocd-server \

40 ——timeout=120s

41 kubectl wait ——namespace argocd \

42 --for=condition=Available deployment/argocd-repo-server \

43 -—timeout=120s

44 kubectl wait ——namespace argocd \

45 -—for=condition=Available deployment/argocd-dex-server \

46 ——timeout=120s

47 kubectl wait —-—-namespace argocd \

48 -—for=condition=Available deployment/argocd-applicationset-controller \
49 -—timeout=120s

50 kubectl wait ——namespace argocd \

51 --for=condition=Available deployment/argocd-notifications-controller \
52 -—timeout=120s

ArgoCD A X| 5! ArgoCD 747X tHZ| (kubectl)



54 - name: Apply ArgoCD Application
55 run: |
56 kubectl apply -f k8s-argocd-ci-example/argocd/application.yaml

ArgoCD Application CRD A& (OiL|HAE = H|ZEX|E2| LHO|A JICHE AFE)

(kubectl Context= Kind AX| A| AF5O 2 HIHE)



Session 2. ArgoCD CI with Github Actions Demo (Github Actions Workflows)

58 — name: Wait for ArgoCD Application Sync & Healthy

59 run: |

60 APP_NAME="demo-app"

6l NAMESPACE="argocd"

62

63 echo "Waiting for ArgoCD Application/${APP_NAME} to be Synced and Healthy..."
64

65 for i in {1..10}; do

66 SYNC_STATUS=%$(kubectl get application ${APP_NAME} -n ${NAMESPACE} -0 jsonpath='{.status.sync.status}' || echo "Unknown")
67 HEALTH_STATUS=$(kubectl get application ${APP_NAME} -n ${NAMESPACE} -o jsonpath='{.status.health.status}' || echo "Unknown")
68

69 echo "Try ${i}: sync=${SYNC_STATUS}, health=${HEALTH_STATUS}"

70

71 if [ "$SYNC_STATUS" = "Synced" ] && [ "$HEALTH_STATUS" = "Healthy" ]; then
72 echo "Application is Synced and Healthy"

73 exit @

74 fi

75

76 sleep 5

77 done

78

79 echo "Application did not become Synced/Healthy in time"

80 kubectl get application ${APP_NAME} -n ${NAMESPACE} -0 yaml || true

81 kubectl get pods -A || true

82

83 exit 1

52 7HH42 =2 10X =0t kubectl2 AEl(Synced, Healthy) =l A1 A| exit 12 IHO|Z 2! Fail



- name: Clean up
if: always()
run: |

kind delete cluster --name argocd-ci-cluster

OFX|2tO 2 KinD 22{AH A

(if: always() S4S ZOPER X YIBRLT} Failo] LI TH A2 glo] DX M)



@ updated _— 3 now
ArgoCD CI with Kind #1: Commit b15b768 pushed by yulmwu @ In progress

(Github Actions ZHO 2 ZI5{E | ZX|E2|Qt B2 HZ S10| HEZ WorkflowsE AT 4~ Q12)

718 Z 21 H|ZX|E2|0f| main Branch Push A| Workflows7t HI£ E2|HE



Session 2. ArgoCD CI with Github Actions Demo (Testing)

& ArgoCD Cl with Kind
@ updated #5

() Summary .
argocd-kind-test
b succeeded 1 minute ago in 1m 39s
Jobs
argocd-kind-test
I © arg > @ Setupjob
Run details > @ Checkout
Usage
@ g > @ Setup kubectl
) Workflow file
> @ Setupkind
> @ Install ArgoCD
> Q Wait for ArgoCD components to be ready
> @ Apply ArgoCD Application
> Q Wait for ArgoCD Application Sync & Healthy
> @ Cleanup
> @ Post Set up kind
> @ Post Checkout
> @ Complete job

Q. Search logs

Re-run all jobs

O
&

25

as

1s

47s

3s

30s

as

11s

25

ArgoCD (+ Kind 22{AH) Cl ojo| =2l 3125 &



v @ Wait for ArgoCD Application Sync & Healthy 11s

1 » Run APP_NAME="demo-app"
27 Waiting for ArgoCD Application/demo-app to be Synced and Healthy...
28 Try 1: sync=, health=
29 Try 2: sync=Synced, health=Progressing
30 Try 3: sync=Synced, health=Healthy
31 Application is Synced and Healthy

ZHEHSE Deployment + Service QEHRE & 7ot Mol S

|2t 20| 4HWY A% (Pull/Reconcile 7t40] 30X E MHEE[X JUOL| 3HO| &[4 7HH)

(X oM B AE ShE
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Image Resizing using AWS S3 + CloudFront + Lambda@Edge

[AWS Misc] Image Resizing with AWS CloudFront + Lambda@Edge

Web Optimization with Image Resizing using AWS 53 + CloudFront + Lambda@Edge

Misc aws

https://velog.io/@yulmwu/aws-cloudfront-lambda-image-resizing
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1. AWS Architecture

AWS Architecture
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Let's write the Code

D= N 2F5H=7

B

O| |O-IQ
— HAD=..

"devDependencies": {
"atypes/aws-lambda": ""8.10.152",
"dtypes/node": ""24.3.0",
"Aasmithy/types": ""4.3.2"
"esbuild": ""0.20.0",
"aws-lambda": ""1.0.7",
"typescript": ""5.4.0"

’

5

"dependencies": {
"Maws-sdk/client-s3": ""3.864.0",
"sharp": ""0.34.3"

} NodeJS Sharp 2t0|E2{2| AFE
(OID[X] Z2Ald 20| E=i2])




Let's write the Code

switch (p.extension) {
case 'jpg':
case 'jJpeg':
stream = p.quality ? stream.jpeg({ quality: p.quality })
break
case 'png': {
stream = p.quality

: stream. jpeg()

? stream.png({ compressionLevel: this.pngCompressionLevel(p.quality) })

break

]’ | 7 -
case 'webp': (7|_OO|_'—| o'—l-

stream = p.quality ? stream.webp({ quality: p.quality })
break
case 'gif':
stream = stream.gif()
break

streanpnaO PNGE Z T2l AJ5}7 |2l ofjaf3!

O 2CF CPU AFEE0

: stream.webp()



Let's write the Code

return {
status: '200°,
statusDescription: 'OK',

bodyEncoding: 'baseb4', ololxl HEO L4212 P
body: body.toString('base6h’ )., |0|X| HFO|LHZ|E BaseBb4Z QITEH =

headers: this.headers(contentType),

CHot Base64 Q1R E0] 2 OF 1.34 7t + S HIC| 27|74 1.3MBE A%t

(O 2 IHA2 S30| MESHA 2|CHo[2lM HIA| O 2 M)



Let's write the Code

Public

Resizing AWS S3 CloudFront Image Lambda

TypeScript Updated on Aug 23
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3. Testing 003
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https://velog.io/@yulmwu/kubernetes-gateway

[Kubernetes] [EKS] Gateway API (Feat. AWS VPC Lattice)

Gateway APl instead of Ingress, and AWS Lattice Demo

aws eks Kubernetes networking
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- whoami . - Overview
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0. Overview - What is Kubernetes and why use it? (Container) 007
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0. Overview - What is Kubernetes and why use it? (Container) 009
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0. Overview - What is Kubernetes and why use it? (Kubernetes) 010
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Elastic Kubernetes Service (EKS)

dWS

AWS FHUE|A MH|A (2t 22| = HEE S2(|21/%AH =&, ELB, IAM 5 AWS MH|A s 5)
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Kubernetes Networking

Service, Ingress, Gateway AP



IIt= AtO|(Service Discovery), &2 ZHU|E|A EHAE R HEA EAIL

7|28 o 2 2{AE QoA LE9| kubeletE E8 MZ2 EAl XM= 7=

CIRF QIR E == =7} + Private IPE &2 2(IP =2 Discoveryztd &gf)

Service "



OI™HMOI AETOIEES OI=HFE= 2|AA (R TIET|2| EA & Q1 QB2 L& A|7|= 0f)

ZL0f e 374X|2] EFRI0|

ClusterlP NodePort

ol
PN

LoadBalancer



ClusterlP

It=of| 2= 22{AE CIDRE 7t Private IP= &2 = & E|7| HE0f| A Z Discovery &7t

JefA E2{AH o 7hael IPE THEL IHE IP + Port= DR S
(ReplicaSet, Deployment SCZ TIEJt G2{7HEtH XAI5C 2 2= A0| =)

Kubernetes Cluster

Worker Node

8’

app: my-app (10.244.0.35, 80 Port)

Service (ClusterlP)

8 > »  selector was: my-app >
port: 3000 '

O

Client targetPort: 80 : app: my-app (10.244.0.36, 80 Port)
ClusterIP:3000 !
or >
service-name:3000 ' @
-4 app: my-app (10.244.0.37, 80 Port)

kube-proxy




1. Kubernetes Networking - Service (ClusterlP) 017

ClusterlP

apiVersion: vl
kind: Service
metadata:
name: app-clusterip-svc
spec:
type: ClusterIP
selector:
app: appl
ports:
- name: http
port: 3000 ClusterlP ZE
targetPort: 8080 CHMIIEXE

22| 0|4 210 Manifest2td 227|2 K

= e

2




ClusterlP

> kubectl get svc -0 wide

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE SELECTOR
app-clusterip-svc ClusterIP 172.20.145.82 <none> 3000/TCP 4m23s app=appl
kubernetes ClusterIP 172.20.0.1 <none> 443/TCP 132m <none>

/ # for 1 in $(seq 1 10); do curl 172.20.145.82:3000; echo; done
Hello from appl-deploy-597f4cf788-ncbf6
Hello from appl-deploy-597f4cf788-1q98k

Hello from appl-deploy-597f4cf788-zbéqr
Hello from appl-deploy-597f4cf788-ncbf6
Hello from appl-deploy-597f4cf788-ncbf6
Hello from appl-deploy-597f4cf788-ncbf6
Hello from appl-deploy-597f4cf788-ncbf6
Hello from appl-deploy-597f4cf788-zbbqr
Hello from appl-deploy-597f4cf788-zbéqr
Hellﬂ from appl-deploy-597f4cf788-1q98k
/ #

TIHEl 22{AE LY Private IPE S8l 042 It=E2 29214l (Service Discovery )



NodePort

ClusterlP= S2{AH 2|82 S410] 27Fs7, 2eiM =2 Public IP2H S8 EEE 0HM =

ChoE QUHEEOl T2 M SHA0M SF = C0f Public IPS Sfehq AT o2

Kubernetes Cluster

Worker Node

&

app: my-app (10.244.0.35), 80 Port)

Service (NodePort)

selector was: my-app -
port: 3000 E g

node1:30001 >
targetPort: 80

O

Client nodePort: 30001 ' app: my-app (10.244.0.36, 80 Port)
ClusterIP:3000 5
or >
service-name:3000 ' @
ey app: my-app (10.244.0.37, 80 Port)
kube-proxy

LI2 MO 2 ClusterlP7} ZetEl e |




NodePort

apiVersion: vl
lkind: Service
metadata:
name: app-nodeport-svc
spec:
type: NodePort
selector:
app: appl
ports:
- name: http
port: 3000
targetPort: 8080
nodePort: 30001 NodePort (30000 ~ 32767)

ClusterlP AH|A2L S

Lo EXM TEE HHZ = Z{0|7| 20| 2HAH QE0j|AM 25t H sigt == 9| Public IP7f Qlo{ofst

QUHIMO| TZ2EHM AN M & ot C|HA =

—= - 1L L- 3,

oln



NodePort

> kubectl get svc -0 wide

NAME TYPE CLUSTER-IP
app-nodeport-svc NodePort 172.20.25.185
kubernetes ClusterIP 172.20.0.1

[ky®422@MacBookPro] [19:29]

NAME STATUS ROLES AG VERSION
ip-10-0-1 .ap-northeast-2.compute. internal <none> g v1.30
( 2 e.internal

> curl 13.209.73.50:30001
Hello from appl-deploy-597f4cf788-nchf6g

> curl 13.209.73.50:30001
Hello from appl-deploy-597f4cf788-1q98kg

> curl 13.209.73.50:30001
Hello from appl—deploy—597f4cf788—1q98k2

> curl 13.209.73.50:30001
Hello from appl—deploy—597f4cf788—zb6qrE

EXTERNAL-IP PORT(S) AGE
<none> 3000:30001/TCP 33s
<none> 443/TCP 153m

KERNEL-V
6.1.147
6.1.147
6.1.147-172

[ky0422@MacBookPro] [19:34]

[ky0422@MacBookPro] [19:34]

[ky0422@MacBookPro] [19:35]

[ky0422@MacBookPro] [19:35]

SELECTOR

app=appl
<none>

CONTAINER
contat
contal




NodePort - externalTrafficPolicy

NodePort= 22 EZfZI2 kube-proxy(iptables/ipvs)E Sl Q=L E(IIE)E EH

(-

= 7|EHOE 0| T2 ESHEO| LHE LR MEZ 2 = & /IS

Kubernetes Cluster

node1:30001 > Service (NodePort) -------- »>

A

Client

MY = UX[TF A=0|| 2f Cross AZ H[E, SNATL = Qo Z2[0|YME P E& 27t HERA § & A

—

externalTrafficPolicy &40 M Local= 273 Al 8i'E NodePort= CiO|HE= Zf (7|24 Cluster)



LoadBalancer

Client

2AEsH| OleE

Ao} 9B 2 L Z3H (AWS ELB L4/L7)

AWS Cloud

)

Kubernetes Cluster

Worker Node 1

]

1

1

I A

: 4 @
1

! kube-pr

30001 app: my-app

&Y

AWS LoadBalancer

Y

Service (LoadBalancer)

selector was: my-app
port: 80
targetPort: 80
nodePort: 30001

app: my-app

Worker Node 2

app: my-app

-6

E kube-proxy app: my_app

30001




1. Kubernetes Networking - Service (LoadBalancer) 024

LoadBalancer

apiVersion: vl
kind: Service
metadata:
name: app-lb-svc
annotations:
service.beta.kubernetes.1io0/aws-load-balancer-type: "nlb"
service.beta.kubernetes.1o0/aws-load-balancer-scheme: "internet-facing"
service.beta.kubernetes.io/aws-load-balancer-nlb-target-type: "instance"

spec: A8t EEHAH AN MH|A(AWS ELB, Nginx )0
type: LoadBalancer 2} CF2 of L E|0|M0| T e
selector: ~ -
app: appl
ports:
- name: http
port: 80

targetPort: 8080



LoadBalancer

IS¢ }/dd/} ‘ rvi load er [ky®422@MacBookPro] [19:37]
> kubectl get svc -0 wide
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE SELECTOR

app-1lb-svc LoadBalancer 172.20.87.92 a88601716b26049219a28d3912d4c59f-58ellclaadebb5a6.elb.ap-northeast-2.amazonaws. com 80:30982/TCP 9s app=appl
kubernetes ClusterIP 172.20.0.1 <none> 443/TCP 164m <none>

2E WA (1) @ e w BCUWAM MY v
Elastic Load Balancing2 4! E2f{Ze| Hslof| M2t X5 = 2E WA 88 & eLICL
| Q 2= geik ZEY 1 B
J| o= v | A v | g% v | A v | IPF2 88 v | vpCcID[2
() a8860f716b26049219a... ® ey network Internet-facing IPv4 vpc-09f72cfdfod9:

/Users/workspace4/dd/kubernetes/eks_test/service_loadbalancer [ky0422@MacBookPro] [19:38]
> curl http://a8860f716b26049219a28d3912d4c59f-58ellclaadebb5ab.elb.ap-northeast-2.amazonaws.com/
Hello from appl-deploy-597f4cf788-ncbf6g

/Users/workspace4/dd/kubernetes/eks_test/service_loadbalancer [ky0422@MacBookPro] [19:48]
> curl http://a8860f716b26049219a28d3912d4c59f-58ellclaadebb5a6.elb.ap-northeast-2.amazonaws.com/
Hello from appl-deploy-597f4cf788-zb6qrg

/Users/workspace4/dd/kubernetes/eks_test/service_loadbalancer [ky0422@MacBookPro] [19:48]
> curl http://a8860f716b26049219a28d3912d4c59f-58ellclaadebb5ab.elb.ap-northeast-2.amazonaws.com/
Hello from appl-deploy-597f4cf788-1q98kg




Ingress

atok 0 2{712] Deployment (= OFO|FZAMH|A)E QE 2 L Z8H= HitH?7?

el AWS Cloud Kubernetes Cluster
Service (LoadBalancer) > @
- /A - selector was: my-app app: my-app
targetPort: 80
Client AWS LoadBalancer nodePort: 30001

L.
¥

O

app: my-app

k.
”~

O

Service (LoadBalancer)

@ selector was: my-app2 app: my-app2

’@ port: 80

targetPort: 80

Y

AWS LoadBalancer nodePort: 30002 }@
app: my-app2
RTWR HIR M2t Orsly
Do 27 OHST]?  OISA, E0I MRS REwRiMiCH XS
—

HU
U=
T
R
=2

i

ANERQIETH AR A5 7?7




Ingress

S AH [R0A SHR2E HTTP/HTTPS L7 ESfjEHE 2 AE/F= J|HIo = 2fRE

AMEIMOZ |ngress Controller(AWS ALB Controller, Nginx )7t EefZ A2 BHehot

Kubernetes Cluster

Nginx Ingress Controller

Client

-8
. : _ A1—> Service (ClusterlP) app: my-app
: _ ! appi-svc
8 30123—, S(gmzzégggizg:? —»  Nginx Ingress Pods !
' ' -8

app: my-app

T }

Ingress (Rules)

Service (ClusterlP) app: my-app2
app2-svc

path: /v1 —>» app1-svc — /22—

path: v2 —>» app2-svc >

app: my-app2




1. Kubernetes Networking - Ingress

Ingress

apiVersion: networking.k8s.io/v1
kind: IngressClass
metadata:

name: alb

spec:
controller: ingress.k8s.aws/alb

apiVersion: networking.k8s.io/vl
kind: Ingress
metadata:
name: app-ingress
annotations:
kubernetes.io/ingress.class: alb
alb.ingress.kubernetes.io/scheme: internet-facing
alb.ingress.kubernetes.io/target-type: ip
spec:
ingressClassName: alb
rules:
- http:
paths:
- path: /vi/+
pathType: Prefix
backend:
service:
name: appl-svc
port:
number: 3000
- path: /v2/«*
pathType: Prefix
backend:
service:
name: appl-svc
port:
number: 3000

glal % & (1) 2e

=l
=
-
n
4

2lalEs FHE Z2EZ Y ZEM ¢E RS HRILICH 2| A7t A8 E2E2 7|2 FY Y (€ 71 720 w2t 2t ELIC

(Q 2 wem _|

)| D2EF ¥E v | 71y v | 7% v | ARN v | sotus v |
« 1Y SH
HTTP:80 ﬁjj zi 404 370 74 0 ARN HYEIX| 48

SH 282 F8: text/plain

/Users/workspace4/dd/kubernetes/eks_test/ingress_alb [ky®422@MacBookPro] [12:11]
o> for i1 in $(seq 1 3); do

curl k8s-default-appingre-c982983f2b-1710225052.ap-northeast-2.elb.amazonaws.com/vl

echo
done
Hello from appl-deploy-7d5bbbf897-r8qgmd
Hello from appl-deploy-7dSbbbf8397-g8xjb
Hello from appl-deploy-7d5bbbf897-cztfq

/Users/workspaced/dd/kubernetes/eks_test/ingress_alb [ky®422@MacBookPro] [12:11]
> for 1 in $(seq 1 3); do

curl k8s-default-appingre-c982983f2b-1710225052.ap-northeast-2.elb.amazonaws.com/v2

echo
done
Hello from app2-deploy-b839cd8c9d-8fbnx
Hello from app2-deploy-b89cd8c9d-6nvk5
Hello from app2-deploy-b89cd8c9d-mcz45

/Users/workspaced/dd/kubernetes/eks_test/ingress_alb [ky0422@MacBookPro] [12:11]
> kubectl get pods -o wide

NAME READY  STATUS RESTARTS AGE IP
appl-deploy-7d5bbbf897-cztfq 1/1 Running 26m 10.0.127.77
appl-deploy-7d5bbbf897-q8xjb  1/1 Running 26m  10.0.43.107
appl-deploy-7d5bbbf897-r8gmd 1/1 Running 26m 10.0.141.19
app2-deploy-b89cd8c9d-6nvkS 1/1 Running 26m 10.0.134.55
app2-deploy-b89cd8c9ad-8fbnx 1/1 Running 26m 10.0.108.75
app2-deploy-b89cd8c9d-mcz45 1/1 Running 26m 10.0.56.25

fUiersjwnrkspace4ldd/kubernetesfeks_testfingress_alb [ky®422@MacBookPro] [12:11]
>

NODE
ip-10-0-110-150.ap-northeast-2.compute. internal
ip-10-0-43-197.ap-northeast-2.compute. internal
ip-18-0-133-212.ap-northeast-2.compute. internal
ip-10-0-133-212.ap-northeast-2.compute. internal
ip-10-0-110-150.ap-northeast-2.compute. internal
ip-10-0-43-197.ap-northeast-2.compute. internal

(21242 »

7| SSL/TLS 218M

S =X 8

NOMINATED NODE
<none>
<none>
<none>
<none=
<none>
<none>

(GRS

1 @

v | mTLs

HEt=l

READINESS GATES
<none>
<none=>
<none=>
<none=
<none=
<nonex=

028



1. Kubernetes Networking - Ingress

Ingress

EC2 > Ui JE > k8s-default-appisvc-de25870554

k8s-default-app1svc-de25870554

NS EH

0] arn:aws:elasticloadbalancing:ap-northeast-2:986129558966:targetgroup/k8s-default-app1svc-de25870554/104227bd8242c 7ff

o4 78 DRER: ¥E T2EZ HHE

IP HTTP: 8080 HTTP1

IPF2 8 2E WA

IPvd k8s-default-appingre-c982983f2b [A

3 @3 ®0 0

CHa B2 Y HIE A MEBEIX| &

004

> 718 YNE iy =

ofzHe] E=E i Eol =0l =S Y WEIE 22{% 0| Hlo|SolM TS H=fEh|Ch

CH& ZLIEHE SEH AL &4 Ef

SSEICHY (3) 2=
Chat
Q ofy geg

O wza v| 2E v | 99 v | delgel v | deigel Mg P | 22l aEe

) 10.0.141.19 8080 ap-northeast-2a (ap... &) Healthy - (3 No override
B 10.0.127.77 8080 ap-northeast-2b (ap... @ Healthy - () No override
O 10.0.43.107 8080 ap-northeast-2a (ap... () Healthy - ( No override

IES AW Z2EE U ZE HEE AESI0 SEE 7iE (4CE QEE et2YFLIC Mef &l tia DFe| A 8ol MEo et S5 2E ool cis S~ EL|C 014 EX|= 4 chako] 37 0|4 = HTTP/HTTPS e JF0 Xis2=2 HE gL ch

Y w
VPC
vpc-0cc03657e518f2027 [A
0 0
=7| Egjo|y
Qoweswusmug Q) ((sans ) (auss
1 o
v | AH.. v | olAEx Hy v |
No overri... (¥) Normal
No overri... & Normal
No overri... ) Normal

LM B OF0| =7t OfL|2F IFETJ1? = target-type: ip

029



Ingress - IP Target Type

LoadBalancer AMH|A  ALB Ingress Controllerti| M 2 =824 9| EfZY Ef

s] AWS Cloud

(ALB;Ingress G

(Provisioned by ALB
Ingress Controller)

on

Kubernetes Cluster

troller= 2L|E2 / &O|O|ELE ALB7} HiZ IHE )

______________________________

Target Group 1

— 8

app: my-app

A

Client

= 0| 4% externalTrafficPolicy7t Z27} Q0{Z! (ALB YO|0|EE |3t ClusterlP AH| ARt

(&)

Monitoring or
updating Ingress resources

Ingress (Rules)

path: v1 —>» app1-svc

path: k2 —>» app2-svc

—Q

app: my-app

Target Group 2

— 8

__________________________________________

AWS ALB Ingress Controller

AWS ALB Ingress Pods

app: my-app2

—6

app: my-app2

alb.ingress.kubernetes.io/target-type: ip

o]
JUN



1. Kubernetes Networking - Ingress

Ingress

&G TCP/UDP &2 L4 Ekf
+ ZAES2OrC O E| O M (H|EFH|O

X|? (Ingress= L72) G

O
G HZFNE QS

authenti cateiallowideny

siring
string
integer

NSO gTL

annotations:

HTTP|HTTPS
kubernetes.io/ingress.class: alb —
alb.ingress.kubernetes.io/scheme: internet-facing
alb.ingress.kubernetes. io/actions.response-503: > -

{"Type":"fixed-response","FixedResponseConfig":{"ContentType":"text/plain","StatusCode" :"503","MessageBody":"503 error text"}} -

alb.ingress.kubernetes.io/actions.redirect-to-eks: >
{"Type":"redirect","RedirectConfig":{"Host":"aws.amazon.com","Path":"/eks/","Port":"443","Protocol":"HTTPS", "Query":"k=v","StatusCode" :"HTTP_302"}} . swring
alb.ingress.kubernetes.io/actions.forward-single-tg: >

inbeges | trafficpont
{"Type":"forward","TargetGroupArn": "arn-of-your-target-group"} g
alb.ingress.kubernetes.io/actions. forward-multiple-tg: >
{"Type":"forward","ForwardConfig":{"TargetGroups": [{"ServiceName":"service-1","ServicePort":"80","Weight":20}, {"ServiceName":"service-2","ServicePort":"80","Weight":20},{"TargetGroupArn":"arn-of-y integes
inbeger
stringList

ipwd | dusletack

json

stringhiap

inbernal | ingemt-
tacing

stringList

boalean

siring

stringList

string

stringMap
stringMan
instancs | ip

inbeger
siring

(ME ALB Ingress Controller0f|A] AFE == 0 E|0[|M)

giring

Default

NrA

WA

H/&

authsrticats

openid

AWSELBAuthSessionCookie

EO4BD0

nene

HTTP

HN/&

Hik

traffic-part

HTTP

5

0.0.0.060

ipvd

FHTTR® B0 | HHTTRS"
a43)f

HiA

imernal

Hi&

Hi&

ELESacurinyPolicy-2016-08

NrA

00

H/&

L

instance

Hi&

HiA

Location

ingrass.

031

ingrass senice

ingress service

INgrss. Sersice

ingress service

ingress senvice

Ingrass senice

ingraEs Senice

INGPEES SEMVCE

ingeass

ingress

ingrass service

ingress senvice

ngress service

INgFREE Bervice

NGy BEE Sarice

ingress senvice

ingress

ingress

ingress

Ingress

ingress

ingress

ingrass

ingrese

ingrass.

ingrass senice

Ingress

INgrss. Service

INgEREE. Sarvice

ingress,service

ingrass

ingress



Gateway AP

HTTP(S) #2tofL|2t TCP/UDP, gRPC 52| 0f2f TEEZS X + o2f 2t2E SM &8

Q] AWS Cloud

ALB(L7) or NLB(L4)

——/api/*—» @

@ I:istener 80 Port >
.example.com

GatewayClass Gateway HTTPRoute

Y

L O

= EZoE O HO|M + gt E2|(TargetGroupPolicy S) + L2EEUA| AHE 7tHsTt Ingress AQS 8t 2[AA



Gateway AP|

Ingresset OFEEZEX| 2 Gateway APl Controller?t AZIHO 2 ERT S X2

ZAEE2{= AWS EKS 2t40|2fH AWS ALB(L7)/NLB(L4), VPC Lattice 52 AtE

=
Gateway: {= RouteZ EHX| 2|AL QSA X 5 AEH
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AWS VPC

Peering, Transit Gateway, PrivatelLink, Lattice



2. AWS VPC - Overview

AWS VPC

042 AWS AH|AZHHER S

v 2%
VAN

I3
/ N\

A&l AWS Cloud

EC2 EC2

Account 1

\ |

A

Account 2

035

=2 ot H {2 A| sl{oFet7t?

AN HE o3| EC2E 7HX| 10 Q0 EAIS BHOFSTIH?

Account 10| Account 22| EC20{| M Z2oIH otx|=0|..

AE BE HERZSE =2|H2=E A2 A|7|H ET}?




2. AWS VPC - Overview 036

AWS VPC

21 AWS ME|AZEHESR T S5 o™ HZA| ShoFd7t?

37 <7
/N /\
= wsoes /N /N VPC = AE T2 =a|X o2 Halel sty YIEY S
AWS HIER{ZIe] &iAl Global AH|A S H|2|sHH
EC2 Cc2 [H VPC()“ |2.I_S I

/ S 042 VPC 2t HIEQ|T EAS 2IHs (AR 9| )

Account 1 Account 2



2. AWS VPC - Overview 037

AWS VPC

121G Lis BARE AHE /2| Hol| 02| VPCE S0 ShLtel MH|AZ 08311 AlH|?

& &R
/\ /\
= s /N /N 7t8442 9[8 Cross Regionol| o42{ VPC S

PC Peering

PC Transit Gateway(TGW)
PC PrivateLink (Endpoint)
PC Lattice

< < < <

Account 1 Account 2



VPC Peering

= VPC Zto] EAIZ 9[3t

iln
o
2
A

&l AVPC 10.1.0.0/16

&3] BVPC 10.2.0.0/16

VPC Peering

(pcx-56785678)

Local

10.1.0.0/16

10.2.0.0/16

pcx-56785678

On-Premise
172.16.0.0/16

10.2.0.0/16

vgw-12341234
pcx-56785678

A
Local
172.16.0.0/16
10.1.0.0/16
AN
9

VPN Connection
(vgw-12341234)

VPC Peering2 A&3t10 pex-xxxE 2t VPC A B4l 2128 H|O|20| AH




VPC Peering

", VPC &

O| X}
AA LO

Of

AVPC 10.1.0.0/16

A

Local (A) 10.1.0.0/16
10.2.0.0M16 pcx-aaabbb
10.3.0.0/16 pcx-aaacce

172.16.0.0/16 | vgw-aaaaaa

VPC Ot Peering

VPN Copnection
(vgw-apaaaa)

VPC Peering
(pcx-aaacce)

L.
-~

VPC Peering
(pcx-aaabbb)

C VPC 10.3.0.0/186

1

=

VPN Cohnection
(vgw-dcceec)

Y

B

On-Premise
172.16.0.0/16

B VPC 10.2.0.0/16
A A
Local (B) 10.2.0.0/16
10.1.0.0/16 pcx-aaabbb
10.3.0.0/16 pcx-bbbece
172.16.0.0/16 | vgw-bbbbbb
VPC Peering
(pcx-bbbeec)
Local (C) 10.3.0.0116
10.1.0.0/16 | pex-aaacce AN
10.2.0.0/16 | pcx-bbbcce | ? |
172.16.0.0/16 | vgw-ccececce VPN Cohnection
{(vgw-bpbbbb)
1 f@¥e) |A
I ot Peering 2|2

Full Mesh

HE2t FA|E2| OBz




VPC

Transit Gateway

2l 5|HE £ VPCE HESIE S ofH 0{E7? (Hub and Spoke)

<€——atc-aaaaaa

<—atc-bbbbbb

On-Premise
172.16.0.0/16

atc-dddddd

Local (A) 10.1.0.0/16 AVPC 10.1.0.0/16
10.2.0.0/16 | tgw-1234
10.3.0.0/16 | tgw-1234
172.16.0.0/16 | tgw-1234

Local (A) 10.2.0.0116 B VPC 10.2.0.0/16
10.1.0.0/16 | tgw-1234
10.3.0.0/16 | tgw-1234
172.16.0.0/16 | tgw-1234

Local (A) | 10.3.0.0/16 &5 CVPC 10.3.0.0/16
10.1.0.0/16 | tgw-1234
10.2.0.0/16 | tgw-1234
172.16.0.0/16 | tgw-1234

)

Transit Gateway (TGW)

<€—atc-cccccc———

S0 Transit Gateway

—

—

= T

(tgw-1234)
10.1.0.0/16 atc-aaaaaa
10.2.0.0/16 atc-bbbbbb
10.3.0.0/16 atc-cccecce
172.16.0.0/16 atc-dddddd
= o
s (2

1, ZhChst 212 Bjo|2 MHOR VPC 2HEA 7

I



2. AWS VPC - PrivateLink 041

VPC PrivatelLink

" 220 Lhz VPC2| £ AfH|ARHCHE VPCR &6t 4202 " (NACL S8t 7HK| 1= 024 2)

&5 VPC B

© 9—&

VPC PrivateLink PrivateLink VPC PrivateLink NLB(L4)
Endpoint Endpoint Service

AH|A X1|4—Xr(JIEHrOIH) A & NLBE 2t=11(Endpoint Service) ZA5MHO|M AEZCIERQI MEZ EN| HE

= 0| 7|=& S=0] PrivateLinke} A&, LHRHM O = AWS Backbones Sdli S

I




VPC Peering, TGW, PrivatelLink

O S IACHH? = https://velog.io/@yulmwu/aws-vpc-peering-transit-privatelink



VPC Lattice

"CIE AIF/2|Fel VPC ZH EAI + Of0|3 2 MH|A HERT ET0| ZR$HH?

A

VPC Peering: & VPC7} 2H &L=
ASS = OfE2|AH[0| M (MH[A) EHe|Q| 2REZ OFE
BXZ ER, 2 MH[ANM ARSI {22

= Point to Point 24! SX|EH42| 02

I

Transit Gateway: WIE3
PrivateLink: A{H|ADOHCF NL

HHOZE L3/L4 A S0lM S25t= 0i=0[2t OHZ2(AH|0| 4 (M| A) B 2] etRE 0Lt F X271 K

"VPC Lattice "




VPC Lattice

= =4 2] VPCLE Al 7 ME|A (OZ2(7[0]H) HIEHZ/EIRE S floh EA = ME|A

L4/L7 HTTP/HTTPS, gRPC, TLS, TCP/UDP S Ciokst T2 EZ X| &

EI AWS Account 1 I I AWS Account 2
VPC A
2l Service
E‘ ° ! | VPC C
Service Assocation
Auth Policy
x_| (IAM)
EC2 —VPC Association
R VPC Association ~ | Auth Policy
EE@I _Pofesos < wy @
E u Service Assocation
. VPCB ——VPC Association VPC Lattice _ EKS
Auth Policy Service Network VPC Lattice of
x| (IAM) Service B
| | ﬁ < Service Assocation
<€—DNS Record—
ECS VPC Lattice
= Service Route53
Private Hosted Zone

Z=AMotEl EfE= Hub and Spoke ME 2 & X2 LHEX O Z Service Mesh YEHE S + AO| =7 TEA| §lO| S&




VPC Lattice

Internet Facing ALB/ELB2t= CIE=AH| QI =& =M0| Ofl LHE HERZO0| =X

E0l 2 Al ATH| EEYZALE API Gateway 2| MH|A HR

Service: &1K| MH[A(OfE2|AH[0|M)E CHESH= B2 2[aA, B2l OF0 HEE

Target Group: ELB2| TGS OHEVEX| 2 MK ECfE S

Service Network: 2] MH|A2L VPCE =X Q2 F11 AMA KK, VPC HE, 2LEZ 5 S0 HS
Auth Policy: MH|ALF MH|A HESR|S B2 AIMA MO Hot, E5 S{E0[LE IAM 7[EH(Zero Trust)
Observability: Service Network &0 A 2 L|E{&! (CloudWatch, Access Logs )

g SH|E|A MTSICIF 2R 2 0|2 Mste77 ZS

—



VPC Lattice

At K8s Gateway APIQI ALB/NLBE ¥ &= g, 22| T X AH| A2} O AH2H0| QICHH?

af

o L2 AIF/VPCE L2 SHAHE 7 (V1848 S)
o AH|A ZHEAO]| IAMT} 22 A = = 0| 2t Lattice M2t=7{&E01??
e EC2, ECS, EKS, 2Lt 52| Liefet ARE MH[ATL U= B3R

o SYUAN HLIFHY SO0| ERot %

i

Ol
= L

VPC Lattice

.....................................

"""" Service Network > Service » Target Group > Target
PEovided by Cloud Infrastructure
MX[™ Gateway API, Lattice N
B~ A = é C C—
70‘4 [Hl . $Aol-9'|- ?57 |- H | I O |-§-6I:O |-?? . GatewayClass Gateway > HTTPRoute > Servic »  Pod (Endpoint)

@ L Iii (1 O O % E—E|75|- I:l'Ejd 0 |‘|E! ) R - Gateway AP| Controller (AWS)



03

Example Demo



3. Example Demo

Example Demo

Client VPC 10.2.0.0/16
Public subnet

EKS VPC 10.1.0.0/16

EKS Cluster (Private subnet)

VPC Lattice

Manually set up DNS records
or use ExternalDNS

Route 53
Private Hosted Zone F/EER\N€ ----------------nmmmmmmmmannnn
(example.com) api.example.com

Service Network L—

GatewayClass

Listener 80 Port

©

Gateway HTTPRoute

@ Gateway API Controller

---------------------------------------------- =1

api.example.local Route i1
> > — >

Service A Deployment A
Route /2 @ @
Service B Deployment B

F

EKS 22 AEE eksctl2, 7S | A (eks-vpce)ol| CHE VPC2| Client EC2Z H&doiEE= oA

I

+ Route 53 Private Hosted ZoneS £t LHE =H|Q] AX

o
T Hd

S X

g

048



3. Example Demo - EKS Cluster

EKS Cluster

apiVersion: eksctl.io/vlalpha5s
kind: ClusterConfig
metadata:
name: eks-demo
region: ap-northeast-2
version: "1.33" (HEZ& X|& HEQC=E)
vpc:
cidr: 10.1.0.0/16
nat:
gateway: Single # NAT Gateway
managedNodeGroups:
- name: ng-1
instanceType: t3.medium
desiredCapacity: 2
privateNetworking: true
1am: (Private Subnet)
withAddonPolicies:
ebs: true
addons:
- name: vpc-cni
- name: kube-proxy
- name: coredns

049

eksctl create cluster -f cluster.yaml
aws eks update-kubeconfig --name eks-demo --region ap-northeast-2

S2E (1) =

| Q FayAe BeY

© () (eesssEll[s)
1 @

g2|AE 0|12 A Abel| v Kubernetes H{% v X3 7|zt v 4 fagol= v Wy v 384 v
eks-demo @uy 1.33 @ 2026\ 78 29UNX| EE X|¥ L 238 EKS
OIAEIA £|E do|E @ ofzd Ol AE{A A} x}o _
'-I—El_ (2) = less than a minute & —— ( asHsed v ) ( 2d v ) -
| Q 2IAEIAE &4 T (case-sensitive) Ef1E &7/ DEYE] w ._ 1 @
\ Name 2 v | QIAEAID | QIAEIA ey v | QAHAQYH v | e A | 2w ey | 71894y v | ©E2 IPv4 DNS v
[]  eks-demo-ng-1-Node i-0f716243d520c866f @ugs @ Q t3.medium ® 3/371 AL 3t ¥ 87|+ ap-northeast-2d -
C eks-demo-ng-1-Node i-0724c1cc7478c0e1d OV ES @ Q t3.medium ® 3/370 AL S22t a5 57| + ap-northeast-2a -

eksctl &zt (AR} E: Terraform QH2)

(AFA! eksctl= CloudFormation 7|g2t0]Z1 &t



3. Example Demo 050

Client VPC 10.2.0.0/16 EKS VPC 10.1.0.0/16

Public subnet

GatewayClass

<«
Client EC2
VPC Lattice Listener 80 Port
Service Network > api.example.local Route /1

> > EEm—
Gateway HTTPRoute Service A Deployment A

Gateway API Controller : > — >

Manually set up DNS records y ; Route v2 @ @
Route 53 or use ExternalDNS ' _
Private Hosted Zone { _______________________________________________________________________________ . Servlce B Deployment B
(example.com) api.example.com

by Kim Jun Young (@yulmwu)



3. Example Demo 051

Client VPC 10.2.0.0/16 EKS VPC 10.1.0.0/16
Public subnet EKS Cluster (Private subnet)

H
|} —

VPC Lattice Listener 80 Port
Service Network L3 . api.example.local . Route 1 . o
> > E—

GatewayClass

Gateway HTTPRoute Service A Deployment A
Manually set up DNS records @ ez e [ i Route N2 ) . > o
Route 53 or use ExternalDNS ! _
Private Hosted Zone BRI - - - = = = o oo e e e e e e e e e e eemeemeeemeemmemeeememmmee——————- : Service B Deployment B

(example.com) api.example.com

by Kim Jun Young (@yulmwu)



3. Example Demo 052

&) Client VPC 10.2.0.0/16 EKS VPC 10.1.0.0/16

Public subnet EKS Cluster (Private subnet)
GatewayClass
Client EC2
VPC Lattice Listener 80 Port
Service Network L—— api.example.local Route /v1
® L
Gateway HTTPRoute Service A Deployment A
Manually set up DNS records ® Gateway API Controller E Route N2 @ @
Route 53 or use ExternalDNS E .
Private Hosted Zone D e T LT T g Service B Deployment B
(example.com) api.example.com

by Kim Jun Young (@yulmwu)



3. Example Demo

053

Client VPC 10.2.0.0/16

Client EC2

Route 53

Private Hosted Zone

by Kim Jun Young (@yulmwu)

(example.com)

EKS VPC 10.1.0.0/16

; GatewayClass

VPC Lattice Listener 80 Port
Service Network > api.example.local Route /1
>
Gateway HTTPRoute
API Il
Manually set up DNS records Gateway contoler Route /v2

or use ExternalDNS

{ ________________________________________________________________________

api.example.com

%

Service A Deployment A

>

Service B Deployment B



3. Example Demo 054

. Client VPC 10.2.0.0/16 . EKS VPC 10.1.0.0/16

Public subnet EKS Cluster (Private subnet)

Client EC2

GatewayClass

0

VPC Lattice
Service Network L3

Listener 80 Port

api.example.local Route /1
- @ —

© ©

Gateway HTTPRoute Service A Deployment A
Gateway API| Controller : e —
Manually set up DNS records @ y i Route 2 @ @
Route 53 or use ExternalDNS ! .
Private Hosted Zone ............................................................................. .: Senﬂce B Deployment B

(example.com)

by Kim Jun Young (@yulmwu)



Deployment and Service

rlawnsdud/demo
Last pushed 5 days ago

Demo Application

General Tags Image Management  BETA Collaborators S |9_-| E_” O| L_| O | I:l | Xl E 7I_|-|___I_I-'6|_7_|| X.”I_II-_(')J- I:_”E %‘l A'._g

Tags S EeEEm e = https://github.com/yulmwu/example-app

This repository contains 2 tag(s).

Tag Pulled Pushed

3 days 5 days

3 days 5 days




Deployment and Service

containers: Z2 Deployment BE & 2HE0{E (/v1, /v2)

- name: demo-app-a
image: rlawnsdud/demo:latest
1magePullPolicy: Always
ports:
- containerPort: 3000

env:
- name: HOST
value: "0.0.0.0" SCEEIRIEER ATl FHU|E|A OFE Health CheckE ot
- name: PORT niEtpGELs: i i =
: . readinessProbe, livenessProbe 27}
, , path: /vl1/health I
value: "3000
port: 3000
- name: POD initialDelaySeconds: 5 . R=r
valueFrom: veriodSeconds: 16 (Lattice TG Health CheckZ F2t)
fieldRef: livenessProbe:
fieldPath: metadata.name httpGet:
- name: ROUTE path: /vl1/health
value: "v1" port: 3000
- name: GLOBAL PREFIX initialDelaySeconds: 10

value: "/v1" periodSeconds: 20



Deployment and Service

apiVersion: vl
kind: Service
metadata:
name: demo-app-a
spec:
selector:
app: demo-app-a

ports:
- name: http
port: 80

targetPort: 3000
type: ClusterIP

Gateway API Route 2|AA0| HZEZ o™ ClusterlPE Lot



Deployment and Service

apiVersion: application-networking.k8s.aws/vlalphal
kind: TargetGroupPolicy

metadata:
name: tg-policy-demo-app-a . o
s 7O 2 | attice EfZI J& Health CheckE ¢I¢t
targetRef: TargetGroupPolicy H&
group: ""

kind: Service

name: demo-app-a
protocol: HTTP
protocolVersion: HTTP1
healthCheck:

enabled: true

path: "/vl/health"

port: 3000

protocol: HTTP

protocolVersion: HTTP1

1ntervalSeconds: 10

timeoutSeconds: 5

healthyThresholdCount: 3

unhealthyThresholdCount: 3



Deployment and Service

K9s(ZLIEY E7)2 & 2HSofAiLf 2ol

MEM SMEM/R %MEM/L
demo-app-a-6479f8d7df-741q6 Running 10.1.149.251 1ip-10-1-152-201.
demo-app-a-6479f8d7df-wdj8x Running 10.1.177.99 ip-10-1-181-208.
demo-app-b-d8798c8bd-9cd54 Running 10.1.187.223 1ip-10-1-181-208.
demo-app-b-d8798c8bd-982xf Running 10.1.156.125 1ip-10-1-152-201.

services(default)[3]
NAME t TYPE CLUSTER-IP EXTERNAL-IP PORTS
demo-app-a ClusterlIP 172.20.85.152 http:80»0
demo-app-b ClusterIP 172.20.110.189 http:80»0
kubernetes ClusterIP 172.20.0.1 https:443»0




Deployment and Service

K9s(ZLIEY E7)2 & 2HSofAiLf 2ol

MEM SMEM/R %MEM/L
demo-app-a-6479f8d7df-741q6 Running 10.1.149.251 1ip-10-1-152-201.
demo-app-a-6479f8d7df-wdj8x Running 10.1.177.99 ip-10-1-181-208.
demo-app-b-d8798c8bd-9cd54 Running 10.1.187.223 1ip-10-1-181-208.
demo-app-b-d8798c8bd-982xf Running 10.1.156.125 1ip-10-1-152-201.

services(default)[3]
NAME t TYPE CLUSTER-IP EXTERNAL-IP PORTS
demo-app-a ClusterlIP 172.20.85.152 http:80»0
demo-app-b ClusterIP 172.20.110.189 http:80»0
kubernetes ClusterIP 172.20.0.1 https:443»0

/app # curl localhost:3000/env?select=P0OD,ROUTE
{"POD":"demo-app-a-6479f8d7df-741q6", "ROUTE":"v1"}/app #
/app # |}




Pod Identity (IAM)

EKS Lh FHU[E|A XA AWS ME|A = 7[E2HC = Hel0| §is

= Gateway API Controllert AWS VPC LatticeE ZHEE T QIS

f 1
N

—

Gateway AP| Controller BLE g

HTTPRoute



3. Example Demo - Pod Identity(IAM) 062

Pod Identity (IAM)

FHUE[A 2[AALF AWS 2|AA 7 Hols B0 = = /8! IRSA, Pod Identity

IAM Roles for Service Accounts (IRSA) Pod Identity
. ElasticKubemetes Sevice § {"""""""""""" Elastic Kubemetes Service |
Pod A Pod !
(Gateway API Controller) : . (Gateway API Controller) _ IAM

Service Account Identity Agent

Zhpist P
AWS VPC Lattice AWS VPC Lattice OIDC =¥
2 2HAEO|M LTt Role XHAIE 7t




3. Example Demo - Pod Identity(IAM) 063

Pod Identity(IAM

aws iam create-policy --policy-name VPCLatticeControllerIAMPolicy \ aws iam create-role %
--policy-document file://recommended-inline-policy.json --role-name VPCLatticeControllerIAMRole %
--assume-role-policy-document file://eks-pod-identity-trust-relationship.json
export VPCLatticeControllerIAMPolicyArn=$(aws iam list-policies \ --description "IAM Role for AWS Gateway API Controller for VPC Lattice”

--query 'Policies[?7PolicyName=="VPCLatticeControllerIAMPolicy ].Arn' --output text)
aws iam attach-role-policy

# HEEZ HYAHO|A & MH|A HIFIRE --role-name VPCLatticeControllerIAMRole %
kubectl apply -f https://raw.githubusercontent.com/aws/aws-application-networking-k8s/mai --policy-arn $VPCLatticeControllerIAMPolicyArn
cat > gateway-api-controller-service-account.yaml <<'EOF' export VPCLatticeControllerIAMRoleArn=$(aws iam list-roles \
apivVersion: vl --query 'Roles[?RoleName=="VPCLatticeControllerIAMRole ].Arn' --output text)
kind: ServiceAccount
metadata: # MH|A O{FI2EN IAM Role &
name: gateway-api-controller aws eks create-pod-identity-association \
namespace: aws-application-networking-system --cluster-name ${CLUSTER NAME} \
EOF --role-arn ${VPClLatticeControllerIAMRoleArn} \
kubectl apply -f gateway-api-controller-service-account.yaml --namespace aws-application-networking-system \

--service-account gateway-api-controller
## It Identity OlE= HX|

aws eks create-addon --cluster-name ${CLUSTER_NAME} \
--addon-name eks-pod-identity-agent --addon-version v1.0.0-eksbuild.1

# IAM Role 4 (Trust Relationship &%) Dl}"
cat > eks-pod-identity-trust-relationship.json <<'EOF'

{ O HICHHI

. _ s
"Version": "2012-10-17", R
"S‘Eatment": [ 0 Aec|H??

"Sid": "AllowEksAuthToAssumeRoleForPodIdentity",
"Effect": "Allow",

"Principal”: { "Service": "pods.eks.amazonaws.com" },
"Action": ["sts:AssumeRole","sts:TagSession"]

EOF



SG Lattice Prefix List

VPC Lattice

Client IP7} Service Network 2 H}#

Client » Service Network [—» Service —> Target Group —> Target

Client IP ZRA| X-Forwarded-For S A2

Service NetworkE o] EefE2 2toaq™ S{{E E2fElZ2 HOoF 15 (SG)H| A o{&dl{of &t



SG Lattice Prefix List

Lattice CIDR CHA! Prefix List M|Z2(IP CHE 20tE A)

OIHIRE &l ==

BHot a8 73| ID 78 == Z2ES 3o FE MO mm AA R MY - Mej ALE m=

sgr-0d4678bfa740b66e7 [ m= sajg v | (nex. v | [ Q ) ( ‘| ( Al )

(| pl-0cd8azbazsfeesbab X |
sgr-088ef768959067ace |_'- QE Epjjm v | | AR} w _‘.| |"- Q -"'| |_'- | (A )

( pl-06da045b37607c8a5 X |

EEL 2HAR B 50| =7t



3. Example Demo - Gateway API Controller 066

Gateway AP| Controller

Helm(IHZ|X| OHL| X)) S £ Gateway API Controller 2X| & SA HZ&

¥ Gateway API (RD g

kubectl kustomize "“github.com/kubernetes-sigs/gateway—-api/config/crd?ref=v1.1.8" | kubectl apply -f -

# ECR =14
aws ecr-public get-login-password —region us—-east-1 | helm registry login —username AWS ——password-stdin public.ecr.aws

# Helm Gateway API Controller &X| (SA= 7/E0] S=EE)

helm install gateway-api-controller \
oci://public.ecr.aws/aws—application-networking-k8s/aws—gateway—-controller-chart \
—version=v1l.1.4 \
—set=serviceAccount.create=false \
—set=serviceAccount.name=gateway—-api-controller \
—namespace aws—application-networking-system %
—set=10g. level=info



Gateway API Controller

pods(aws-application-networking-system)[2]
PF READY STATUS RESTARTS CPU %CPU/R S%CPU/L MEM %MEM/R MEM/L

Running 1 13

Running

gateway-api-controller-aws-gateway-controller-chart-7f8796m5f2f e 1/1
gateway-api-controller-aws-gateway-controller-chart-7f8796zd826 e 1/1

Gateway API Controller?t Gateway/Route CRD ZX| & VPC Lattice0i| OHZ! siE



Lattice iIce Network

Lattice MH|A ER2l 252 Gateway API ControllerZt &0FA ol{Z=L| SNEFBHS7|

n

VPC ¥HE - HE us=
X3 Ee Y F UNEX VPCE MU|A HERIY HEE = AGLICH BE F VPC UL MU|AEs MU|A UHERIL| MU|AS E&8 4= RGLICH MU|A HER 0| W28 = s DE VPC AKX X412 VPCE HiE MU|A HERI 0| ¢3S 4= REL|C)

T

v VPC ¥2: client-vpc

VPC

HEE VPC L2| MU|Li= MU|A ERS 2] Mu| 2§ SR+ USLICH

client-vpc @
v

vpe-05170ca0393 788 fdc
pvd: 10.2.0.0/16

L-Ligmi.

VPCOIA A4 S92 SbtRE E21NIE HojY ot 1B E HuShC,
#cf 5742] 9t 15 HEfEILIC M @
default X

st VPC A& (Client VPC, EKS VPC)

A ot 28 A4 [

v VPC %Z: eksctl-eks-demo-cluster/VPC @
VPC
G2 VPC LA2| Mt MulA WEKIS) MU AR S8 ~ sl
eksctl-eks-demo-cluster/VPC @

vpe-0f66037f5214bc205
pvd: 10.1.0.0/16

L. lgmi. ]

VPCOIA MH|A WEY 20 QIHlSC E2)8S HoE B9t JEE MuiLCt,

o 572) 2ot IS MEYEILICH v @

eksctl-eks-demo-cluster-ClusterSharedNodeSecurityGroup-50tKq76UBqQt X

sg-069f2fb1061841653
vpe-0f66037f5214bc205

eksctl-eks-demo-cluster-ControlPlaneSecurityGroup-cypozlQWtgNk X eks-cluster-sg-eks-demo-554178781 X default X
5g-00f99e55f5¢260733 sg-06a3c2d3213b00fc3 sg-07d810a41b8f8357b
vpe-0f66037F5214be205 vpe-0f66037f5214bc205 vpe-0f66037£5214bc205

M E9t S A (2

VPCHZ £7} ) 0} 498742 VPC HAE F718 4 gL

» VPC HZ EfD - MEH AfES



| attice Service Network

HESIT HHA e
MH|A H|ES|{Z0]| CHE E210|UE HM|AS 4510 22| gh|ct.

215 RE

HERIT0| cit S2H0|HE HMAE 22|sh= 21F Y 2E R0{F XFELIC

(o Y ") AWS IAM
AI2 UEHIE B2l0IIE ANAR OISSIILE SOISHR| HSLICI O1F HO| Sl B2 HIiY YEHRLICK Huls £ B0l HH2E MH|A HESZ0] IAM 2|4 A HHS X
R|ts1X| g 8t A VPC LjQ| 2laAL O] IEQT0| Mu|A0] HMAR 2 aLCH zLct,

H —

Zero Trust, IAM HtEl

Cl5 QIS = EE MHIA U HEE
o

>
=
)
>
<
I

S

A
=

SEILICE o|FA|

X~
o

5t ZAZ|X7L HIER 3 L) Mu| A0 chal 2152 XHE



3. Example Demo - Lattice Service Network 070

| attice Service Network

helm upgrade gateway-api-controller \

oci://public.ecr.aws/aws-application-networking-k8s/aws-gateway-controller-chart \
--version=v1.1.4 \

--reuse-values \

--namespace aws-application-networking-system \
--set=defaultServiceNetwork=demo-sn # Lattice AMH[A UER=T 0|

—r £ =

0= Service Network 0|20 2 7|22 HA



Gateway, HT TPRoute

apiVersion: gateway.networking.k8s.io/v1
kind: GatewayClass
metadata:

name: amazon-vpc-lattice

cpec: Helm2 Edl| AX|$t Gateway API Controller (Lattice)

controllerName: application-networking.k8s.aws/gateway-api-controller

apiVersion: gateway.networking.k8s.1io/v1
kind: Gateway
metadata:
name: demo-sn
spec:
gatewayClassName: amazon-vpc-lattice
listeners:
- name: http HTTP, 80 ElﬁL—l
protocol: HTTP
port: 80
allowedRoutes:
namespaces:
from: ALl = |{|ol A A HOZ 71X AN THE O A
e DE HUAHO|A L demo-sn B2 E 7HE HTTPRoute 2|AaA K= HZE
- kind: HTTPRoute
group: gateway.networking.k8s.10



Gateway, HT TPRoute

apiVersion: gateway.networking.k8s.io/v1
kind: HTTPRoute
metadata:

name: demo-http-route

spec:
parentRefs:
- . d -
name. emo-sn —I?I—E Gateway El_)tﬁ Xl;g
sectionName: http
rules:
- matches: O|i|IZ];[O|_|E(7O:|§) E"—?—EC-DI Xl?él = E'_lﬁL_‘I -E'—jil
- path:

type: PathPrefix
value: /vi
packendrefs:  EfZl 12 (OIS OHZEE| O] M/AJH|A)
- kind: Service
name: demo-app-a
port: 80
- matches:
- path:
type: PathPrefix
value: /v2
backendRefs:
- kind: Service
name: demo-app-b
port: 80



3. Example Demo - Gateway, HT TPRoute 0/3

Gateway, HT TPRoute

v 2|AL{: demo-http-route-default-80-http Cardmz ) (a2uam )
CIENE ] ZREZ:¥E 7|12 =y Ej 1
demo-http-route-default-80-http [3 HTTP : 80 17 S ekeh HE T 404 17HERD
ARN

[[] arn:aws:vpc-lattice:ap-northeast-2:986129558966:service/svc-03f25c24e24e7f446/listener/listener-0733577171f536e5f

2| Al 7% (3)

Name ZU(25F LX) =y M =9 Ef ARN
. . = = %QE x.;l':F:
k8s-1758088057-rule-1 [? A2 (HEAY: V1 (CH/A2R 2E) C 2 : — D ARN
k8s-default-demo-app-a-bbeucnugwlt [3:1(100%) TS
° . = =] ggg xdl:l-:
k8s-1758088057-rule-2 [2 A2 (HFA): /v2 (CH/22X 1E) o = 2 171 Ef2 0] ARN

k8s-default-demo-app-b-rpzzcklpwe [%:1 (100%) T

2lAl 7|= XY CHE 7&/0] HELA] = 8 17y SH gk HE 25 404 7|2 /0kX]9f - -



Gateway, HT TPRoute

HTTPRoute (Lattice Service 2|2A) DNS &9l

/Users/workspaced4/k8s_gateway_lattice_demo [git::main *] [ky0422@MacBookPro] [14:49]
> kubectl get httproute demo-http-route -o jsonpath='{.metadata.annotations.application-networking\.k8s\.aws/lattice-assigned-domain-name}"
demo-http-route-default-03f25c24e24e7f446.7d67968.vpc-lattice-svcs.ap-northeast-2.on.awsg

/Users/workspace4/k8s_gateway_lattice_demo [git::main *] [ky0422@MacBookPro] [14:50]
>

= O| DNSZ Zcf0[AE0||M ArEd] = Fet

[ec2-user@ip-10-2-8-65 ~]$ curl demo-http-route-default-03f25c24e24e7£446.7d67968.vpc-lattice-svcs.ap-northeast-2.on.aws/vl/env?select=POD,ROUTE && echo
{"POD" : "demo-app-a-77c7bbc4b6-sb8rt", "ROUTE": "v1"}
[ec2-user@ip-10-2-8-65 ~]$ I




3. Example Demo - Route 53 075

Route 53

o

| >

Sl :




Route 53

AWSO| A K

OK

Sh= DNS AfH|A

AR FH(EHY EH|Q! O|F0 tief DNS 8252 A

Public Hosted Zone

=X el 2o & HE
OIE{LIS S Mot UYHHOI DNS

—

= =)0l F=7HK] SF7t /US

Privated Host Zone

E% VPC L§E € DNS
SHE VPC LHOIMBE 2| B i s

=



Route 53 Private Hosted Zone

7l HTTPRoute(Lattice Service)2 PHZZ Br=1 CNAME(Z&)C= 2|2 F7}

= PHZ api.example.com - CNAME(xxx.yyy.vpc-lattice-svcs.ap-northeast-2.on.aws)

apiVersion: gateway.networking.k8s.io/v1
kind: HTTPRoute
metadata:
name: demo-http-route
spec:
parentRefs:
- name: demo-sn

sectionName: http
nostnames:

- apl.example.com

HTTPRoute 2|44 hostnames =8 (S10F ML= 228 7H5)



Route 53 Private Hosted Zone

MH|A (1) @ ( xol w ) MH|A A4

VPC Lattice AH|A= AZE MH|A HESIOM 2415H= HIEH T EcfZof CHs AM|A, 2t A 2LEZ S FolgL|Ct

[ Q L4 Ll T2 3|AA &) J 1
v | =Zoiololg v | MEXRXHEEHLO0E v | ABXAXH
[C] demo-http-route-default-0184fd20205eed05f.7d67968.vpc-lattice-svcs.ap-northeast-2.on.aws [[] api.example.com o=

DNS CNAME 227t A| api.example.comQZk 2t2EI0| & 4= UAH| AFEXt X|H



3. Example Demo - Route 53 0/9

Route 53 Private Hosted Zone

SAY Y ¥4 =

sAE gl 74

SAE GU2 example.com 2 =021} 22 519 =O|20f CiEt ESEE 2eE s WAlof tigt WEE Z3sh= HE|0[L{ YL
sieog w2 PHZ Z0|QI0]7] IiEO| BotE =Rl 7S
_f example.com

REH EAha-z, 09U "#E W ()*+, -/ <=>2@[\]~_ (|}~
Y - MEfAfEF He
0] 2tS ALREIH 0|S0| SYF SAE FYE AEHE £+ USLICH

| AL gojoj AlEE FS..

\ 7
A2 E|0§ 256%I2LICL 0/256

8 #=
2 PIE{Y Ei= Amazon VPCO|A E3LE 2}LE/8X| 028 722Ut
O HEs 528 HY O ==2to|yl A8 Yo
HE2 SAE W2 Q0N ST ePYsts wAS FHLICH malo|yl SAE HH Amazon VPC LI0A E2jES 2128/st= WAl ZHE
Ljct.

SAE Qo AZS VPC u=
0| ZAE HH2 ARSI SiLt Ol&t2| vPCO| CHE DNS #2|E &elst2{H vPCE MEfEL|CH CHE AWS AHIEE AFE510| VPCE 4% I vPCE SAE HYut zst2i® AWS CLISH 22 T2 029 242 ALsHof #iLiCh

[ (D z=ztoldl A Yt HAAHst= 2 VPCO| Cisi Amazon VPC 4% enableDnsHostnames % enableDnsSupport [A2(Z) true2 4% 3{0f LT X ]
g = VPCID #HE

| OtAlot EHERA(AR) v | | Q vpc-05170ca0393788fdc X | ( vecEr )

| ObAlO} EfBR(A2) v | | Q vpc-of66037F5214bc205 X | ( vecan )

VPC $7}



Route 53 Private Hosted Zone

S 2= 4 OpALZ T
v ZHI3E 1 AFH|
HIE0IE e HIAERE ==

 api .example.com | CNAME - T2 09l 0|53} 25 AWS 2[2A2 i 2ty v

FE Tof2lof ciEt A ZEE M452{H g SLICh

Q &3

-1

" demo-http-route-default-03f25c24e24e7f446.7d67968.vpc-lattice-svcs.ap-northeast-2.on.aws

HTTPRoute(Lattice Service) DNS &2

TTL(E) == ctE Y =
300 (e ) Cwz ) () [ eeaes v

2% 2l 60~172,800(2)

(czazczst )




[ec2-user@ip-10-2-8-65 ~]$ dig api.example.com

<<>> DiG 9.18.33 <<>> api.example.com

global options: +cmd

Got answer:

->>HEADER<<- opcode: QUERY, status: NOERROR, id: 29943

flags: qr rd ra; QUERY: 1, ANSWER: 2, AUTHORITY: 0, ADDITIONAL: 1

e mE WmE ms ws
LTI T B T T

; OPT PSEUDOSECTION:
EDNS: version: 0, flags:; udp: 4096
; QUESTION SECTION:

api.example.com. IN ED'”O|_I CNAME EE §I|-OI_|

;3 ANSWER SECTION:
api.example.com. 300 IN CNAME demo-http-route-default-0184£d20205eed05£f.7d67968.vpc-lattice-svecs.ap-northeast-2.on.aws.
demo-http-route-default-0184£d20205eed05£f.7d67968.vpc-lattice-svcs.ap-northeast-2.on.aws. 60 IN A 169.254.171.1

-
r
r
-
r
-
r

; Query time: 0 msec L - . . DC,)\El .

SERVER: 10.2.0.2#53(10.2.0.2) (UDP)

R 20, 2#23(10.2.0.2) (oo PHZ + LH5 Lattice Service £22} Private IP
:+ MSG SIZE rcvd: 162

wE me wme wme
- - - -

[ec2-user@ip-10-2-8-65 ~]$ curl api.example.com/v2/env?select=POD,ROUTE

{"POD" : "demo-app-b-9£77d7¢c99-gs57b", "ROUTE" : "v2" } [ec2-user@ip-10-2-8-65 ~]$ . .
[ec2-user@ip-10-2-8-65 ~]$ curl api.example.com/v2/env?select=POD,ROUTE HTTPROUte(LattICG SerV|Ce)
{"POD" : "demo-app-b-9£f77d7¢c99-mr9xs", "ROUTE" : "v2"}[ec2-user@ip-10-2-8-65 ~]$

[ec2-user@ip-10-2-8-65 ~]$ curl api.example.com/v2/env?select=POD,ROUTE + 75'% Xlgl

{"POD" : "demo-app-b-9£77d7¢99-gs57b" , "ROUTE" : "v2"}[ec2-user@ip-10-2-8-65 ~]$

[ec2-user@ip-10-2-8-65 ~]$ |}
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VPC Lattice Pricing, Lattice vs. ALB(Ingress) Comparison



4. Calculate Price 083

Calculate Price

EKS 237 = EKS HEEZE =&iQ] RF(AlIZIE & X3 0.1$, 20 X|& 0.69)
+ Y E(EC2) H| (Fargate 02]) =
+HIERZ, AE2IT) HIS

+ A

I A Sl AL HE

e = 20susu 5
- B Amazon Elastic Container USs$6.69 ™

;1'8@(;:29558966 fg?iﬁg 4 02l 200! & S ’ii 20254 9% Service for Kubernetes
il - 20251 53 308l o s - B EC2 - Other US$2.17 &
MH|A HBAF &7 usp er B Amazon Elastic Compute US$1.35 =

Amazon Web Services Korea LLC USD 11.69 Cloud - Compute
B Tax US$1.06 't
of|AF Z51H7|: USD 11.69 B Amazon Virtual Private US$0.28
Cloud

e /@ Others US$0.15



Calculate Price (Lattice)

VPC Lattice H|&
o AH|A EH HAE A[ZIH H|E
o H|O|E] X2|2HE& A BHA))
o HTTP SHEY QE(HTTP/HTTPS 2|AL)

NulAY 23 38
AlZtet 23
%2/l clo|E| GBY 23

HTTP AT QEZ(HTTP/HTTPS 2|AL{DHSHEH = TCP AT Q2(TLS 2|ALSH Y - AA| Z2| E|o] &

(ap-northeast-2 (A2

23

AlZteh USD 0.0325

GBE USD 0.0325

1008 Q& /AZ

= USD 0.13



Calculate Price (Lattice)

1. MH[A B AZ AZIS HIE = 1A ME|A THE 7[&22 0.0325%

12712 0.0325% x 730h = 24.37%



Calculate Price (Lattice)

2. O[O|E] M2 (&4l &4 > GBE 0.0325%

E2{E100GB (St &) 0.0325% x 100G B = 3.25%



Calculate Price (Lattice)

3.HTTP QAE QE(HTTP/HTTPS Z|AL]) = 1008t Ho| @&/HZE &t 0.13%
(% 308t HO| 2

3008t 49 HTTP/HTTPS & (0.13$ x2.7M = 0.3519%



Calculate Price (Lattice)

sot (@) 24-378+3.258 + 0.35
R — 27.97

38,957.18 Chigtol=

=

27.97

38957.18




Calculate Price (Lattice)

O|A| MEet17t OFE HIWMZATL.,
Otk Ingressz ALB 2EWZAM T GHX| (S TF?




Lattice vs. ALB(Ingress) Comparison

EPAES 0.0325% x 730h = 24.37%
Lattice H[E =  E21Z 100GB (441 ) 0.0325% x 100G B = 3.25% = 27.97%

3000t 49 HTTP/HTTPS &  0.13$ x2.7TM = 0.351%

ot

42 2O = ALB(L4 Ingress)=?




Lattice vs. ALB(Ingress) Comparison

AWS ELB(ALB, NLB)= LCU EHR|2 Q28 AlA (H2S H=OHH LCU 2718, 71 2 9=
+ 2EMAN TtS ALt

o
ok

PESS

| CU = XR&H A7 HE 257

| CU = 2.t 2t HZ(TLS) 3,00074 (MTLSS| Z< 15007H)
LCU = max | N )

| CU = A|Zt2 H2| HIO|E (EC2, IP= 1GB/h, ZICH= 0.4GB/h)

| CU = X2 2A 100071 (= & ™IH

X&a 2 AlLrercta? (GPT E2)




Lattice vs. ALB(Ingress) Comparison

x| & AL

(- —

AWS 2|X0j|M Application Load BalancerE AtE5t= d$:

o Application Load Balancer A|ZHE= B2 AlZHE USD 0.0225

o LCU A|ZHE USD 0.008

o 4% TLSE At2& mf Application Load Balancer2t HZE AZ| AENE# A|ZH USD 0.005
o Of2FEl LCU AlZHE USD 0.008

ALB 7t= AlZE =0.0225% x 730h = 16.43$%
LCU = 0.008% x 1 x 730h = 5.84%

10

27 ()  16.43% + 5.84% = 22.27%

[l



Lattice vs. ALB(Ingress) Comparison

Lattice (Gateway API)

24.37% + 3.25% + 0.35%
= 27.97%

LatticeZt 4 H|WH|E

= VPC Lattice= Ct= VPC/AI™E E20]| HTTP(S)

ALB (Ingress)

16.43% + 5.84% = 22.27%

YNE oo T2ES X3 (&0 =4



[=] Elastic Container Service for Kubernetes
[=] Asia Pacific (Seoul)
[=] Amazon Elastic Container Service for Kubernetes APN2-Fargate-GB-Hours
AWS Fargate - Memory - Asia Pacific (Seoul) 3.09 hours
[<] Amazon Elastic Container Service for Kubernetes APN2-Fargate-vCPU-Hol
AWS Fargate - vCPU - Asia Pacific (Seoul) 1.196 hours
[=] Amazon Elastic Container Service for Kubernetes CreateOperation
Amazon EKS cluster usage in Asia Pacific (Seoul) 23.483 Hours
[<] Amazon Elastic Container Service for Kubernetes ExtendedSupport
Amazon EKS extended support usage in Asia Pacific (Seoul) 9.283 Hours

[+] Elastic Compute Cloud

Extended Support = & X|&0| L F 1270F S E2F K| 52 X|HHE (Al 0.63= &5)

USD 7.07

USD 7.07

USD 0.02

USD 0.02

USD 0.06

USD 0.06

USD 2.35

USD 2.35

USD 4.64

USD 4.64

USD 3.92



[=] Virtual Private Cloud
[=] Asia Pacific (Seoul)

[+] Amazon Virtual Private Cloud APN2-VpcPeering-In-Bytes

[+] Amazon Virtual Private Cloud APN2-VpcPeering-Out-Bytes

[¥] Amazon Virtual Private Cloud Public IPv4 Addresses

[+] Amazon Virtual Private Cloud TransitGatewayVPC

[+] Amazon Virtual Private Cloud VpcEndpoint

[=] Amazon Virtual Private Cloud VpcLattice
$0 for the first 300,000 Requests per hour processed by VPC Lattice Servic
$0.0325 per GB Data Processed by VPC Lattice Service (Seoul)

$0.0325 per Hour per VPC Lattice Service (Seoul)

75 Requests
0GB

4 Hrs

USD 0.28

USD 0.28

USD 0.00

USD 0.00

USD 0.01

UsSD 0.14

USD 0.00

USD 0.13

USD 0.00

UsSD 0.00

USD 0.13



Conclusion

INntroduction

Gateway APl is an official Kubernetes project focused on L4 and L7 routing in Kubernetes. This
project represents the next generation of Kubernetes Ingress, Load Balancing, and Service Mesh

APIs. From the outset, it has been designed to be generic, expressive, and role-oriented.

The overall resource model focuses on 3 separate personas and corresponding resources that

they are expected to manage:

(2I|A) Ingress XHM|CH OTH L1...
(22F) Ingress tHAl Gateway API &+ EA R




Conclusion

.. =0 B VPCO| HTTP(S) ECH
=0| 27 G| GLI?




Conclusion
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